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ABSTRA

‘Aim of this article is to introduce constituents of new artificial intelli
defines field of new artificial intelligence and its ubiquitous nature to solve variety of problems in different domains. To
demonstrate the utility of the new artificial intelligence, the poss
examples are categorized in two classes, namely pure research apy
The pure applications are more generic in nature and contribute to the field by invention of new techniques, models and
structures. Applied class examples also contributes some innovative techniques, however they are less generic in nature. As an
example, article also presents a case of neuro-fuzzy system for web mining. The architecture and design of the system is
le structure, code snippet to generate a multilayer neural network
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gence and their applications in various domains. This article

ble research applications are enlisted in this article. These
lications and applied new artificial intelligence techniques.

INTRODUCTION

New artificial intelligence is a field dedicated to
handle complex problems using nature inspired
computing methods. The field encompasses consortium
of nature or bio inspired techniques. The prime goal of
such field is to solve problems, which are very difficult to
handle in highly effective manner by the traditional
methods. The field is also known as soft computing
technology. New artificial intelligence techniques are
directly inspired from natural techniques such as
evolutionary computation, neural computation,
ecological computation, quantum computation, complex
self-adaptive system and other fields inspired by natural
systems. The field offers unique characteristics and
advantages of self-adaptive, self-organizing and self-
learning in problem solving. According to Zadeh [1] “In
contrast to traditional hard computing, soft computing
exploits the tolerance for imprecision, uncertainty and
partial truth to achieve tractability, robustness, low
solution-cost and better rapport with reality”. Because of
its ability to solve complex problems that are difficult for
traditional computational methods, natural inspired
computation is widely used in many fields, such as
simulation to human expertise, innovative techniques,
natural evolution, model free learning, goal driven,
intensive numerical computations, dealing with partial
and incomplete information, fault tolerance, machine
learning, optimal design, optimal control, network
security and creative design.

The major components of the new artificial
intelligence techniques are fuzzy logic, artificial neural
network and genetic algorithms. To solve high level of
complex, unstructured and innovative problems in human
like intelligent manner, these major techniques may
participate with each other resulting hybrid techniques
such as neuro-fuzzy, neuro-genectic and neuro-genetic-
fuzzy techniques.

RESEARCH POSSIBILITIES

Scope of the new artificial intelligence

techniques is nearly unlimited and ubiquitous.
Application of intelligence enhances any business and
improves problem solving. This makes the application of
the new artificial intelligence techniques ambient.
Researchers can contribute in the concepts and techniques
of the field or they can identify novel mechanisms,
algorithms and/or data structures related to these
techniques which can enhance the techniques themselves.
Contribution to the pure concepts, techniques and
standards may be known as pure research contribution in
the area. The applied research, on the other hand,
considers different domain and applies modified or
specially designed techniques which can enhance the
domain techniques as well as contributes in the concepts
also. It is to be noted that application of the existing
techniques in a domain is not considered as a research.
Table 1 describes a few research possibilities in the pure as
well as applied field for three major techniques of the new
artificial intelligence namely fuzzy logic, artificial neural
network and genetic algorithms along with hybrid
techniques.
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Pure Research Applications in the field of New | Applied Research Applications in the field of
Artificial Intelligence New Artificial Intelligence
Fuzzy Logic (FL)
¢ Innovative fuzzification and defuzzification e TFuzzy expert system models in medical diagnosis,
methods portfolio management, risk assessment, aptitude
e Fuzzy arithmetic and Boolean operations such as testing and fault finding etc. [2]
Fuzzy ANDing and ORing e Fuzzy logic application for various education
¢ Multi valued logic such as five value logic, seven measures and learning such as el.earning,
value logic and their membership functions, mlearning (mobile) and pLearning
fuzzification and defuzzification methods. (personalized/customized) [3]
e Fuzzy queries from distributed database e Fuzzy logic as an interface and natural language
¢ Fuzzy inference techniques, forward and backward for special audience such as handicapped, children
inference and hybrid inference engine for fuzzy and farmers
logic based systems e Fuzzy ontology for specific domain such as online
¢ Fuzzy knowledge representation such as fuzzy rule shopping and ontology mining [4]
incorporation in script, frame and semantic net e Novell standards for fuzzy ontology mapping,
¢ Type 2 fuzzy functions and type reducer merging and integration

applications along with complete generic model for |

type 2 f le based svst Type 2 fuzzy logic application in software project
pe 2 fuzzy rule based system

management and cost monitoring

¢ 3 dimensional fuzzy logic systems _ e Fuzzy programming editors and compilers
¢ Tools to develop and manage fuzzy logic based o Image processing, compressing and improving
system such as MATLAB _ techniques enhanced with fuzzy logic
(http:// www.mgthworks.ln) and Scilab ¢ Fuzzy sensors in domestic applications,
(http://www.scilab.org/) nanotechnology and embedded systems
Artificial Neural Network (ANN)
¢ Innovative neural network models with suitable ¢ Application of learning algorithms
learning algorithm ¢ Neural network for forecasting and prediction
¢ Heuristics for back propagation learning in order to based on heuristic for a domain such as predicting
decide error on which back propagation is done demand in market
¢ Library to automatically develop neural network o All type of classifications (eg. Protein), trends
¢ Innovative activation functions suggestion (eg. Fashion) and advisory systems
¢ Automatic generation of validation sets e Pattern matching with neural network [5]
e Hybrid learning algorithms ¢ Learning in real time interactive gaming
e Self organizing maps and automatic wrapper ¢ Support vector machine for watermarking
generation ¢ Intrusion detection
¢ Automatic evolution of ANN structures through ¢ Robot control
genetic algorithms
Genetic Algorithm (GA)
¢ Novell fitness functions ¢ GA for aptitude testing and advisory system
¢ New and generalized genetic operators o Self evolving rules
¢ New algorithm on evolution of desired schema o Software quality metrics and automatic test case
such as modification on building block generation using GA
¢ Novel encoding strategy ¢ Idea generation system for business process
e Determining penalty for application dependent reengineering and total quality management
fitness function.
Hybrid Systems
¢ Neurons with fuzzy activation function ¢ Application of FL based fitness functions for
and its network with learning algorithm product promotion
e Co-operative ANN with FL. or GA such as fine e Fuzzy interface to enhance human computer
tuning ANN output with the FL. interaction in e-commerce, aptitude system,
¢ Neuro-fuzzy-genetic system structures product promotion, trust based network etc. [6]
¢ Soft computing library with visual development o Genetic fuzzy operators for given domain such as
support identifying emotional intelligence of a student [7]
o Self evolving rule based with genetic fUZZy o Web mining using neuro -fuzzy system[g]
functions

Table 1: Pure and applied research possibilities in the area
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DESIGN OF NEURO-FUZZY SYSTEM FOR WEB
MINING

The web mining refers to effective extraction of
required information from the Web using web log mining;
web page classification is one of the techniques of mining
the Web in order to categorize web pages into some
predefined categories. Data mining, machine learning
and other artificial intelligent techniques are used for such
web page classification.  Work done by Cohen W et
al.[9], Freitag, D. and McCallum [10], Kushmerick, N
[11], etc. illustrates use of partly automated machine
learning techniques for structured data extraction from
web pages. Work illustrated in Chang and Lui[12], Liu et
al.[13], Crescenzi et al.[l4], Arasu and Garcia-
Molina[15], Embley et al.[16], Lerman et al.[17], Pinto et
al.[18], etc. demonstrates the automatic wrapper

User
interface

generation for web mining.  The work presented in
Bharanipriya et al[19], Carullo et al [20], Deepa, S. and
Hariharan, S[21], Gemmell et al[22], Jayanthi, S K. and
Prema, S.[23], Poonkuzhali et al[24], Qi, X. and Davison,
B.D.[25] describe applications and state of the art surveys
in the field of web mining and web page classification.

These solutions mine the Web or classify web
pages into some rigid categories. Further, it lacks user
friendly interface. The case presented here uses a neuro-
fuzzy approach to effectively classify web pages in vague
categories. The fuzzy mechanism of the system is used to
enable customized mining of the web content in user
friendly manner allowing vague input and storing user's
interest in fuzzy form in a fuzzy user profile. The neural
network component of the system aids in automatic
learning of users interest and mines the web content

On-line
pages

Synonyms and thesaurus

Fuzzy Users’ Profile
<profile class="user_profile">
<user_name = “myname”/>
<user_age = “myage” />
<user_jobtype = “myjobtype” />
<user_interest = “research” />
<user_interest-type = “high” />
<user_mail = “mymail” />
<user_purpose = “mypurpose”
/>

.<./r3rofile>

Fuzzy membership functions

Fuzzy inference mechanism

Importance factor for
keywords as per location

Training
pages —>

Normalized values
S19 819 830009 Sy kl’ kz, ees

Figure 1: Architecture of the neuro-fuzzy system
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automatically. Figure 1 presents a brief introduction of
methodology and architecture of the system.

As the objective is to classify web pages in
customized manner as per the user's nature, style and
level; users' information must be stored into the system.
According to the architecture showninthe Figure 1, users'
information is stored in fuzzy manner in form of fuzzy
user profile repositories. The fuzzy user profile
repositories stores following information:
® personal information such as age, gender, job type
and location

educational qualification

log (history) of web pages
interests in research

interest in problem solving
interest ineducation and training

personal preferences

etc.

Some of the above parameters, such as interest in
research are vague (fuzzy) in nature. Fuzzy variables are
used to represent values of such fuzzy parameters. In case
of fuzzy parameter 'interest in research' possible values
are 'High', 'Moderate' and "Low'. Along with every fuzzy
variable an appropriate fuzzy membership function is
used. Such membership function is used to map crisp
(non-fuzzy) values into corresponding fuzzy values and
vice versa.

The format of the user profile [26] canbe given
as follows.

<profile class="user profile">
<user name = “myname’/>
<user_age = “myage” />
<user_jobtype =“myjobtype” />
<user_interest="“research” />
<user_interest-type=“high” />
<user mail = “mymail” />
<user_purpose = “mypurpose” />

.<./.proﬁle>

Once information about users is stored into the
repository, users need to provide keywords to search web
pages. The keywords provided by users are preprocessed
for noise clearance, if any. The thesaurus of system may
also provide matching aliases and synonyms. These
keywords total frequency within the web page is
calculated. These frequencies along with the location of
the keyword are multiplied with application specific
importance factor of the keyword as per its location,
which is used to normalize the input to the base neural
network.

The neural network component follows multi
layer back propagation learning mechanism. The neural
network is trained in offline manner with dataset
according to the target users' requirements. The

normalized values from the fuzzy component are input to
the neural network input layer. There are two hidden
layers which has the variation of sigmoid function. The
final layer has three neurons, as the web pages are intended
to be classified into three categories such as "Not
Acceptable', 'Acceptable' and 'Better'.  Number of
categories canbe enhanced onneed.

For example, to categoriecs web pages for
students of an educational institute, it is required to check
that harmful or objectionable content must not be there on
the web pages. Web page having phrases such as- 'film,
games' or 'video' may not be advised for the presentation
to the students. The system should categorize the web page
in 'Not Acceptable' class. For this, first following
information canbe collected from the web page.

Keywords Frequency | Location of the term
Video 0 Page ftitle

Legal age 2 Page content

Game 0 Page ftitle

Name of social network site | 1 Header text

Film 1 Page content

Fun link 0 Title word list

If the objectionable keyword appears either at
important location (such as page title) of the web page or
its frequency is very high, then chance of the web page to
fall in "Not Acceptable' category is high.

As stated ecarlier, the base ncural network
requires to be trained. To prepare training data set, first
target users are asked to study sclected web pages and
provide feedback regarding its classification. Such data
forms the training set of the base neural network. Once the
network is trained according to the users expectations, it is
ready to classify the web page into given categories using
keywords provided. For different target audiences,
different training data sets are prepared in order to train the
base neural network.

The base neural network can be generated using
code in an object oriented environment as shown in Table
2.
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public class NeuralNetwork
{ protected Layer[] layers;
protected int ni;
protected LearningAlgorithm la;
publicint N_Inputs
{ get { return ni; }
1
public int N_Outputs
{{return layers[N_Layers - 1].N_Neurons; } }
public int N_Layers
{ get { return layers.Length; } }
public LearningAlgorithm LearningAlg
{{returnla;}
set { la = (value != null) ? value : Ia; } }
public Layer this[int n]
{{return layers[n]; }}
public NeuralNetwork(int inputs, int[] layers_desc,
ActivationFunction n_act, LearningAlgorithm learn)
{ if (layers_desc.Length < 1)
throw new Exception("PERCEPTRON :
cannot build perceptron with this input ");
if (inputs < 1)
throw new Exception("PERCEPTRON :
cannot build perceptron, it must have at least 1
input”);
la = learn;
ni = inputs;
layers = new Layer[layers_desc.Length];
layers[0] = new Layer(layers _desc[0], ni);

for (inti=1;i< layers_desc.Length; i++)
layers][i] = new Layer(layers_desc][i],
layers_desc[i - 1], n_act); }
public void randomizeWeight()
{ foreach (Layer | in layers)
l.randomize Weight(); }
public void randomizeThreshold()
{ foreach (Layer | in layers)
l.randomizeThreshold(); }
public void randomizeAll()
{ foreach (Layer | in layers)
l.randomizeAll(); }
public void
setActivationFunction(ActivationFunction f)
{ foreach (Layer | in layers)
l.setActivationFunction(f); }
{ foreach (Layer | in layers)
l.setRandomizationinterval(min, max); }
public float[] Output(float[] input)
{ (input.Length != ni)
throw new Exception("PERCEPTRON : Wrong
input vector size, unable to compute output value");
float[] result;
result = layers[0].Output(input);
for (inti=1;i< N_Layers; i++)
result = layers][i].Output(result);
return result;
}
P}

The neural network has an ability to learn from
data sets; however, it is not able to provide explanation
and justification of the classification it makes. In future,
this system can be enhanced to fine tuned output of the
neural network to provide necessary explanation and
justification.

CONCLUSION

The new Al methods are ubiquitous in nature and
have high applicability on number of domains. There are
a large number of opportunities to contribute in pure
computer science research using the new Al methods.
There are some applications, where the new Al methods
can contribute towards identification of novel
mechanisms for the domain. This article describes more
than 50 resecarch ideas, applications and projects in the
field of the new artificial intelligence, among which an
experiment case for web page classification using generic
neuro-fuzzy system is discussed in detail. One may use the
neuro-fuzzy system for other applications such as product
and employee classification with minor changes. This
application is a hybrid application example, which uses
neural network and fuzzy logic in co-operative manner to
achieve dual advantages of both the approaches. Fromthe
enlisted applications and ideas, any idea can be picked up

Table 2: Code snippet to generate the base artificial neural network

as a full fledge research or project work. The finished
product may be considered as commercial or free tool for
seeking patent or may be used to uplift society and
industry.
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