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ABSTRACT
The well known half logistic distribution is considered and its generalization through failure probability of a parallel system of 
independently identically distributed components is suggested. With the probability model as the suggested generalized version, 
a new life testing model is assumed for the life of a product.  Based on the observed failure times before a prefixed time, the 
decision rule for acceptance or otherwise of a submitted lot of products is constructed involving a minimum sample size required 
for the decision rule.  The operating characteristic of the decision rule and the tolerance range of the population average are also 
worked out.  Comparison with similar procedures that exist in literature is presented.
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INTRODUCTION
   If  is a positive real number, F(x) is the cumulative 
distribution function (cdf) of continuous random variable, then [ 
F(x)]  and the corresponding probability distribution may be 
named as exponentiated or generalized version of F(x), 
according to Mudholkar et al [1]; Gupta and Kundu [2]. Whether 
it is exponentiated version of Mudholkar et al [1], generalized 
version of Gupta and Kundu [2], the model in either of the cases 
is obtained by considering the positive power of the cdf of a 
given continuous distribution.  The life of a parallel system of 
components with independent and identical lifetime distribution 
given by exponential/Weibull for each component will have a 
cdf given by integral power of the common cdf   governing the 
life of individual components. Such a system's lifetime model 
turns to be exponentiated/generalized version of Exponential / 
Weibull models. We adopt this generalization to half logistic 
distribution.
   Half logistic model obtained as the distribution of absolute 
standard logistic variate is another probability model of recent 
origin [3]. The probability density function (pdf), cumulative 
distribution function (cdf) and hazard function (hf) are given 
by
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    It can be seen that the model is an increasing failure rate (IFR) 
model and free from any shape parameter.  It would be more 
useful in reliability studies and survival analysis. This model is 
parallel to half normal distribution as an underlying probability 
model in the studies of reliability and quality control. 

As narrated above, the distribution of the random variable 
representing life of a parallel system of  components (  is 
natural number) whose individual lifetimes are identically 
independently distributed with common distribution as that of 
standard half logistic distribution given by the equations (1), (2) 
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THE PROPOSED MODEL

θ θ

and (3) shall be considered by us in this paper as standard Type–I 
generalized half logistic distribution (Type-I GHLD). Its pdf, cdf 
and hazard function are given by
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  The graphs of hazard function are shown in the following 
Figures

Type-I generalized version 
of half logistic distribution and study the construction of 
reliability test plans using this distribution as the model for a 
lifetime variable.

, which show CFR nature on and after some stage of  x for 
various values of θ.  We consider the 
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ACCEPTANCE DECISION RULE

RELIABILITY TEST PLAN

                                           

A typical application of acceptance sampling is as follows. A 
company receives shipment of product from a vendor. This 
product is often a component or raw material used in the 
company's manufacturing process. A sample is taken from the 
lot and some quality characteristic of the unit in the sample is 
inspected. On the basis of the information in this sample, a 
decision is made regarding lot disposition. Usually, this decision 
is either to accept or to reject the lot. 
If the distribution of the quality characteristic is non-normal, and 
a plan based on the normal assumption is employed, serious 
departures from the advertised risks of accepting or rejecting lots 
of given quality may be experienced. 
Based on the notion of testing a null hypothesis about a 
population average with a specified minimum, we can think of 
sampling inspection plans where the sample observations are 
lifetimes of products put to test. In such a sampling plan the 
population average stands for average life of the product say , 

, is a specified value of  and if a null hypothesis is formulated 
as   this means that the true unknown population average 
life of the product exceeds a specified value, which decides a 
submitted lot of products to be good. The test criterion shall 
naturally be on the basis of the observed failures in a sample 
product of size n before a specified time t. If the observed 
number of failures is large say a number c  the hypothesis 
cannot be accepted and hence lot cannot be accepted. That is, a 
parallel between a test of hypothesis and a sampling plan can be 
considered provided the decision rules in either case are with 
minimum associated risks. Such a sampling plan is named as 
Reliability Test Plan  or Acceptance sampling plan on life 

tests

In this paper, we assume that the life of product follows a 
non-normal distribution called Type-I generalized half logistic 
distribution (GHLD). If a lot of products with this as the model is 
submitted for inspection, we develop the necessary sampling 
plan of characteristics  to decide about the acceptance or 
otherwise of the submitted lot  Similar sampling plans in other 
models are developed by many researchers  [4 - 13] and the 
references therein. Constructing the reliability test plan and its 
theory, operating characteristics and the sensitivity of sampling 
plan for the model is described in the following sections.

We consider the cumulative distribution function and 
probability density function of Type–I generalized half logistic 
distribution with scale parameter  are given by

G(t) = [F(t)] 7)

)
   We assume that the life of a product follows a Type–I 
generalized half logistic distribution defined by [5]. A common 
practice in life testing is to terminate the life test by a pre-
determined time 't' and note the number of failures (assuming 
that a failure is well defined). One of the objectives of these 
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experiments is to set a lower confidence limit on the average life. 
It is then desired to establish a specified average life with a given 
probability of at least 'p'. the decision to accept the specified 
average life occurs if and only if the number of observed failures 
at the end of the fixed time-t does not exceed a given number c- 
called the acceptance number. The test may get terminated 
before the time-t is reached when the number of failures exceeds 
in which case the decision is to reject the lot. For such a truncated 
life test and the associated decision rule, we are interested in 
obtaining the smallest sample sizes necessary to achieve the 
objective.
A sampling plan consists of, the number of units n on test, the 
acceptance number c, the maximum test duration t, and the ratio  -
t/ where is the specified average life

The consumer s risk, i.e., the probability of accepting a bad lot 
(the one for which the true average life is below the specified life

) not to exceed 1-p*, so that p* is a minimum confidence level 
with which a lot of true average life below is rejected by the  
sampling plan. For a fixed p*, our sampling plan is characterized 
by (n, c, t/ Here we consider sufficiently large lots so that the 
binomial distribution can be applied. The problem is to 
determine the smallest positive integer n for given values of p* 
(0< p* <1),  and c such that 

                                                                                           (9)

holds, where p = G(t; given by[5] which indicates the failure 
probability before time t, and depends onl . It is 
sufficient to specify this ratio for designing the experiment.

The minimum values of n satisfying the inequality (9) are 
obtained ;  = 1, 1.5, 
2, 2.5, 3, 3.5, 4, 4.5 and are presented in Table-1 only .
If p = G(t; 

9) can be written as 

                                                                                        (10) 

w G(t; The minimum values of n satisfying (10) are 
obtained for the same combination , p*,  as those used for 
(9). The results are given in Table 2 only for 
The operating characteristic function of sampling plan (n, c, 
gives the probability L(p) of accepting the lot as

                                                                                           (11)

where p = G(t; It is  
that the operating characteristic

for given  p*, Values  of  the
operating characteristic as a function of for a few sampling 
plans are given in Table -3.

'  > 
We can compute the producer s risk by first finding p = G (t

 will ensure a producer s risk less then 
or equal to 0.05 if a sampling plan under discussion is adopted. It
should be noted that the probability p may be obtained as 
function of as  p = G[( / 0) ( 0/ )]. The value is the 
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for θ = 2,3,4  p* = 0.75, 0.90, 0.95, 0.99 and t/σ
for θ = 2

σ ) is small and n is large (as is true in some cases of our 
present work), the binomial probability may be approximated by 
Poisson probability with parameter   λ = np  so that the left side 
of (

here λ = n σ ). 
of θ  t/σ

- θ = 2.
 t/σ ) 

σ ).  considered as a function of σ , the lot 
quality parameter. It can be seen  
is an increasing function of σ  t/σ .  

 σ/σ

The producer s risk is the probability of rejecting a lot when σ
σ . ' ; σ) 
and then using the binomial distribution function. For a given 
value of the producer's risk 0.05, one may be interested in 
knowing what value of σ/σ  '
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smallest positive number for which the following inequality 
holds  
                                                                                      

For a given sampling plan (n, c, and specified confidence 
level p* the minimum values of satisfying the inequality 
(12) are given in Table 4.
    Our results of Table-1 on comparison with similar results of 
Gupta and Groll [4] for the gamma distribution reveal that, the 
sample size of Type I generalized half logistic distribution
Type-I GHLD) plans are uniformly smaller than those of Gupta 

and Groll [4] for the gamma distribution, thus giving a saving in 
cost of experimentation with the same risk probability. Hence, 
we may say that if type-I GHLD and gamma distribution are 
good fits for a given data, our decision rule with the present 
model can be applied with less cost and same risk.

     In this paper an acceptance decision rule is developed based 
on the truncated life test when the life distribution of test items 
follows Type–I generalized half logistic distribution.  For the 
use of plans by the practitioners, we provided some Tables.

 Minimum sample size necessary to assert the average 
life to exceed spe , with probability p* and 
the corresponding acceptance number c, using binomial 
probabilities under Type-I generalized half logistic distribution 

 t/σ ) 
 σ/σ  
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cified average life σ

for θ=2

o

o

CONCLUSION

Table – 1
o

 

-------------------------------------------------------------------
p* c t/so=1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
-------------------------------------------------------------------
.75 1 12 6 4 3 3 2 2 2
.75 2 18 9 6 5 4 4 3 3
.75 3 23 12 8 6 5 5 5 4
.75 4 29 15 10 8 7 6 6 5
.75 5 34 18 12 9 8 7 7 6
.75 6 39 20 14 11 9 8 8 8
.75 7 44 23 16 12 11 10 9 9
.75 8 50 26 18 14 12 11 10 10
.75 9 55 28 19 15 13 12 11 11
.75 10 60 31 21 17 14 13 12 12
.90 1 17 9 6 4 3 3 3 2
.90 2 24 12 8 6 5 4 4 4
.90 3 30 15 10 8 6 6 5 5
.90 4 36 18 12 9 8 7 6 6
.90 5 42 21 14 11 9 8 7 7
.90 6 47 24 16 12 10 9 9 8
.90 7 53 27 18 14 12 10 10 9
.90 8 59 30 20 15 13 12 11 10
.90 9 64 33 22 17 14 13 12 11
.90 10 70 36 24 19 16 14 13 12
.95 1 21 10 7 5 4 3 3 3
.95 2 28 14 9 7 5 5 4 4
.95 3 34 17 11 8 7 6 5 5
.95 4 41 20 13 10 8 7 7 6
.95 5 47 24 15 12 10 9 8 7
.95 6 53 27 18 13 11 10 9 8
.95 7 59 30 20 15 12 11 10 10
.95 8 65 33 22 17 14 12 11 11
.95 9 71 36 24 18 15 14 12 12
.95 10 76 39 26 20 17 15 14 13
.99 1 29 14 9 6 5 4 4 3
.99 2 37 18 11 8 7 6 5 5
.99 3 44 22 14 10 8 7 6 6
.99 4 51 25 16 12 10 8 7 7
.99 5 58 29 18 14 11 10 9 8
.99 6 64 32 21 15 13 11 10 9
.99 7 71 35 23 17 14 12 11 10
.99 8 77 38 25 19 16 14 12 12
.99 9 83 42 27 21 17 15 14 13
.99 10 90 45 29 22 18 16 15 14

.99 10 95 50 35 28 25 23 22 22

.99 6 3 4.500 .3429 .9569 .9967 .9996 .9999 1.0000

Table - 2 Minimum sample size necessary to assert the 
average life, to exceed specified with 
probability p* and the corresponding acceptance number c, 
using Poisson approximation under Type-I generalized half 
logistic distribution 

 average life 

for θ=2

σo, 

Table - 3  Operating characteristic values of the sampling 
plan (n, c, t/ ) for a given p* under Type-I generalized half 
logistic distribution for 

σ
θ=2

o

  (12)
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Table – 4 Minimum ratio of true mean life to specified mean 
life for the acceptability of a lot  under Type-I generalized 
half logistic distribution '  = 2.with producer s risk of 0.05 for θ
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3.00 .90 6 1.05 1.23 1.37 1.51 1.61 1.73 1.78 1.71
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