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STATISTICS COURSE No. PS03¢STA02
(Multivariate Analysis) “~___—
Note: Figures to the right indicate full marks of the questions. (Total Marks: 70)

1 Wright the correct answer (each question carries one mark).

(a) Let X have multivariate distribution. Then T is a variance-covariance matrix

of X ifand only ifit is
() p.d. (i) p.s.d (i) m.n.d (iv) None
(B) Let X ~ N(p.E), £ > 0. Then the distribution of (X — HYENX - ) is
A & H
D ey ) WED ) WS ) g
(e} IEW ~W, (1, 1) then [#| is distributed as
M xi () W,(L1) (i) 22 (iv) None
(d) Let X' ~ N(0, /). The characteristic function of X ; Xis
@ 1, -2iex™" (ii) |1, —2it@ "
(i) (1—2i)="? (iv) none
(¢} The Wilk’s lamda distribution is a generalization of
(1) chi-square distribution (i) t-distribution
() F-distribution. {1v) beta distribution
(N} A multivariate regression model involves

(i} more than one explained variables (i} more than cne explanatory variables
{iii) more than one demmy variables  (iv} none

() Test for equalily of covariance matrices of k-independent normal population

is also called
(i) test for homogeneity (i) test for sphericity (iii) MANOVA {iv) none.
(h) In normal symmetric distribution all the variables
(i) have same means, same varianees and covariances
(ii) areiid. variables
(111} are independent variables
{iv) none of the above
2 Answer any SEVEN of the following (each question carries two marks)

W Let X% w (X cn Koy =1, N be independently distributed normal

vectors with the same vector y and the same positive definite covariance

matrix X, and let
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(b}
(c)

(d)

(e

M
()

(h)

(i)

(b}

()

4 (a)

N er! b 'I w
o= (XS —AWXT XY where X=—) X"
Ei_ WX e Z’
Show that {E, ["yare jointly complete sufficient for {4, E).
Prove that V, defined in 2{a). is p. d. if and only i«f N > p.
Let Xi....Xy bea ranclom sample of size N drawn from Np':& PN

Y >0, and N = p. Let V be the corrected SP matrix partitioned as

J,,=[""'|1 Vm} k
Vop Vo lp-Fk

kEk pk
Obiain the distribution of ¥, .. =¥, —F,.Va'Va,.
If X:pxN isadata matrix from NP{Q,E}, and if C: N=x N isasymmetric
real matrix then show that the distribution of ACX" is weighted sum of

W,(Z,1) with weights are the eigenvalues of C matrix.
N R ~
Show that, in usual notations, —lp — ~ F(p-1,N-p) when p=0.
P=1 1-R
Obtain null-distribution of the sample correlation coefficient matrix & = [r, ).
Let X,...,X, be independently distributed as N,(x.I), £Z>0, N > 4.

Derive the LRT for testing the hypothesis
Hy gy =24y = 4y, =20, =y — 24, against H, # H,, whers

H= 0 i 1)

Specifying  the conditions, in wusual notations, show  that

[ e En s -
B=Y N,(X, -X)X, ~X) isdistributed as W, (E, k-1).
=l

Write a brief note on a Growth Curve Model.

If X ~ H.:- (4 ) with rank of £ = k, then obtain its density.
Show that X ~ N (4, Z) with rank k if, and only if,

X =pu1 BY, BR'=Z
where B is p x k matrix of rank k and ¥ ~ N (0, I).
Using above result define multivariate distribution.

OR

Ohbtain the non-null distribution of the sample correlation coefficient matrix
R= l:r;_-r- ). Hence find the distribution of R when p = 2. Also, obtain the non-
null distribution of sample partial correlation coefficient between two

variables when other variables are held fixed.
State and prove Bartlett’s decomposition lemma. Using this derive the

standard Wishart distribution.
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(b)

()
(a)

(k)

(b)
(a)

(h)

(h)

Obtain the density of inverted Wishart distribution. Hence obtain the
’ ]

distributions of (i) @ /v and (i} A= k/h ¥k, where h:px1 is an

arbitrary vector,

OR
Derive distribution of Wilk’s lamda statistic and discuss it application in
testing of certain hypothesis in multivariate regression model.
Define the Hotelling's T° statistic. Show that it is invariant under a group of
transformation (stated by you). Derive its density using one of the properties
of Wishart distribution.
Describe Ray’s Union-Intersection principle. Show that it is being used to test
the hypothesis H, : g = ¢ against Hytpu#p when X ~ N (g, Z).

OR
Derive the Hotelling’s T test for Randomized Block Design (RBD) when the
underlying assumptions are not met,
Let V...,V be independently distributed H"FU- n)i=1,..k,and let

&
v=%%,L =V"F ¥ j=1,..k-1.Show that the joint probability

density function of L, j =l.....k=1is given by

fimy —p=r2
jiny—e- ]'|.ll
eIl

=

k=1

- 2L,
1]
where C is the normalizing constant.
Derive the LRT test for homogeneity of k-independent p-variate normal
populations. Also, derive its asymptotic distribution.

OR
Describe multivariate regression model with set of assumptions and estimate
the parameters of the model.
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