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Q.1 Fill in the blanks. | . t
(1) Let A =(-1,1) and B = [-1,1]. Which of the following is true?

(a) m*A<m*B  (bym*A>m*B  (c) m*A=m*B  (d) none of these
(2) The Lebesgue integral of the constant function 1 over [-1,1] N (R~ Q) is __
(a) 1 (b) 2 (c) 4 (d) oo

(3) Let f:[0,1] = R be defined as f(z) =1ifz e R—Qand f(z) =0if2 € Q. The
the value of the lower Riemann infegral j; f(z)dz is

(a) 0 (b} 1 (c) 2 (d) o0

(4) The value of lim [ z™dzis
"] .

(a) 0 (b)y 1 _ (c) 00 (d) none of these
(5) Let f(z) =sinz forz € [0,7]. Then f~is __

(2) —|sinzl (b) sinz {c) O (d) —sinz
(6) Let fo(z) =2 — % for all z € R, and let f = bmye fr. Then fR fis

()1 (b) 2 (c) 00 (d) none of these
(7) Let F(z) = [¥, |t|dt for all 2 € [1,1]. Which of the following is not true?

(a) F is absolutely continuous {¢) F is differentiable

(b) F is of bounded variation (d) none of these
(8) Let f(z) = 22 Then T3(f) is

(a) 9 _ by 1 (c) 3 (d) 16
Q.2 Attempt any Seven. | ' {14)

(a) Show union of two o~ algebras need not be a o- algebra.
(b) Find the measure of the set {7 + 2z € Q}.
(c) If f2 is measurable over R, then show that f need not be measurable.
(d) If f is a nonnegative measurable function over a measurable set £ and if Jzf=0,
then show that f =0 a.e. on E.
() Give an cxample of a Lebesgue integrable function over [0, 1] which is not Riemann

integrable.
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{f) I f is integrable over £ and if A and B are disjoint measurable subsets of E, then
show that [, o f= [, f+ [5 f. k

(g) If f is integrable over E, then show that | Je F1 < [ 1FL

(h) State Jordan’s Lemma. Write —sinz as a difference of monotonic functions over
0.5

(i) If f s a continuous function on [0, 1), then show that F{ z) = [ f(t)dt, z € [0,1], is
& bounded function.

Q.3

(a) If a € R, then show that m*(a, 00) = 00,

(b} Let E be a measurable set, and let {f.} be a sequence of measurable functions.
Prove that sup, f, and inf, £, are measurable functions. Deduce that liminf, f, and
limsup, f, are measurable functions. :

OR

(b} Prove that there exists a nonmeasurable set,
Q.

C

—_—

Let E be a measurable set of finite measure, and {fn} a sequence of measurable
functions defined on E. Let f be a real valued function such that for each x in F
we have f(z) -+ f(z). Show that given ¢ > 0 and § > 0, there is a measurable
set A C E with mA < ¢ and an integer N such that for all z ¢ Aand alln > N,

|fn(3') - f($)| <E

(d) Let f and ¢ be nonnegative measurable functions on a measurable set | and lot-

@, f 2 0. Show that [ (af +8g)=a [, f+8 [, 0.

OR
(d) Let f be defined and bounded on a measurable set £ with mE finite, If f is measur-

able, then show that inf;c,, [, ¥(z)dz = sup oo Jpo()dz, where 9 and  are simple -

functions.
Q.5
(e) If {fa} is a sequence of nonnegative measurable functions and oz} = f(z) almost
everywhere on a set E, then show that Jzf <liminf, [5 fn. Hence prove Monotone
Convergence Theorem. 7
(f) Prove that the Lebesgue integral of a nonnegative measurable function generates a
measure, . '
' OR - .
(f} When do we say that a sequence { fn} converges in measure? Let {f,} be a se-
quence of measurable functions that converges in measure to f. Show that there is a
- subsequence {f,, } that converges to f almost everywhere,
Q.6
g) I f is integrable on [a,b] and JZ f(#)dt = 0 for all z € [a,b], then show that f = 0
a.e. in [a,b]. State the results you use. -
(h) Show that every absolutely continuous function on [a,8] is of bounded variation. Is
the converse true? Justify. S

. 0 _
(h) Let f and g be real valued functions on [a, 5], and let a € R. Show that T'(f+¢) <

TS} +T2g) and THaf) = |ofT2(f).
- - khhktbbay
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Q-1 Write the question number and appropriate option number only for each question. 18]

(a)

is not a Buclidean ring,

(i) Z[x] (ii) Z|[i] (iii) Z (iv) @
(b) ____. contains a zero divisor.

(i Z (i) 37 (i) Z % Z (iv) @
(€) @ +1=(x+1)0 m__ _

(i) Zzjx] (1) Zolx] {iii) Zix) (iv) none of the other three
(d) is irreducible in Zg|x].

(i) 2®+1 (i) 2* +1 (i) 2 - 2 (iv) w? — @+ 1

(e) The field R[x]/{z? + 1) is isomorphic to

0 © (i) Q2 V3) (i) C (iv) R
0ce=
(i) 1 o (i) 2 {iii} 3 (iv) oo
{g) ____ is not a normal extension of Q.
i Q (i) Q(2%) (i) Q) (iv) Q(V3)
(n) ____ is a symmetric rational function in x;, g, 4.
(1) (iElmgﬂL‘;j)z (i) 21 4wy (i) @9 + Ty (iv) w1
Q-2 Attempt Any Seven of the following: ‘ [14]

(a) Mention all units in Z[i].
(b) Show that ¢ : C — C defined by ¢(w +iy) = x — 1y, (v +iy € C}, is a homomor-
phism.
(¢) Show that a cubic polynomial in Qfz] has at least one real root.
(d) Find all cubic irreducible polynomials in Zg|z].
(¢} Show that z* +x -+ 1 is irreducible in Zy[x].
(f) Find a polynomial in Qiz] whose one root. is VA 4+
(g) Is {-’L;—) p(x),q(z) € Qjzl} a field? Justify yowr answer.
(h} Find G(Q(), Q).
)

(i) Define the term: solvable group and give one example of the same.
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Q-3 (j) If I is an ideal of Euclidean ring 7, then show that 7 = (ag) = {agz : & € R} for
some apy € K.

(k) Show that any two nonzero elements ¢ and b in an Euclidean ring R have greatest
common divisor and (o, b) = Ac -+ pb for some A, i € R.

OR
(k) State and prove unique factorization theorem.
Q-4 (1) State and prove Gauss’s lemma.
(m) State and prove the Eisenstcin criterion.
OR

(m) Show that f(z) = %1:4 - %:cz + 3—%5 + % is irreducible over Q.

Q-5 (n) If L is a finite extension of K and K is a finite extension of F, then show I is a
finite extension of £.

{0) Let K be an extension of F and a € K. If a is algebraic over I, then show that
F(a) is a finite extension of F'

OR

(0} Let K be an extension of F. If a,b € K are algebraic over F then show that ab
is algebraic over F.

Q-6 (p) Consider F[z),2,...,%,) and the elementary symmetric functions a;,ay, ..., a, [07]
in the variables @1, 25, ..., 2, Show that the splitting field of the polynomial

pt) =" — "t fagt™ - (=" gyt + (~1)%an € Flay, ay, ..., ) [f]

is F(ﬁl,.’b‘g, ...,:L'ﬂ,).

{q) Let n > 1 be an integer, F be a field which contains all n** roots of unity and
a € '~ {0}. Let K be the splitting field of 2 — a € Flz], then show that
K = F(u}. where v € K is any root of 2" — a.

OR

{a) In usual notations prove that [F(ay, a,. .., 1,) : §] = nt.

bt Bl B b
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Q.1 Choose the correct option for each of the following. 8]
1) A Cartesian representation of the curve F(t) = (cos®¢,sint), t € R, is

() z4+y=1 (b) z+y=0 (e) 3=y =1 (d) none of these
(2) Which of the following curves is not a closed curve?
(a) 2 +92 =1 (b) 22 +4? =4 (c) 22 —y* =9 (d)‘L-;-%:l

(3) Which of the following surfaces cannot be covered by a single patch?

(a) cylinder . (b) torus (¢) cone (d) plane
(4) The equation of the tangent plane to 2% + y2 = 1 at (0,1,0) is
(a) =10 (b) 22 =1 (c) z=-1 (d) none of these
(5) The Gauss map is an identity map on
(a) sphere (b) hyperboloid (¢) paraboloid (d) plane
(6) The Gaussian curvature on a plane is
(a) -1 (b) 1 () 3 (d) 0
(7) Which of the following maps preserve Gaussian curvature?

(a) local diffeomorphism (c) diffeomorphism
(b) conformal (d) None of these

(8) Which of the following is not a geodesic on the unit sphere?

(a) 7(t) = (cost,0,sint) : (c) H(t) = (—cost,0,—sint)
(b) 7(t) = (- cost, 0, sint) (d) 7(t) = (¢,0,¢)
Q.2 Attempt any Seven. | (14]

(a) Is the curve F(t) = (t,t2,t%), t € R, planar? Why?

(b) Compute the torsion of the curve y(t) = (¢,?).

(c) State Isoperimetric inequality.

(d) Define tangent vector and tangent space at a point on a smooth surface.
1

@ | CPT0)



() I7:8 > 8 is the identity map, then show that DyI is the identity map from 1,8 to 1,8
forallpe S. B

(f) Compute second fundamenta)] form of o(u,v) = (u,v, 2u).

(g) Define tangent vector field along a curve on a surface.

(h) Show that every geodesic on a surface has a constant speed.

(i} State Bonnet’s Theorem. S

Q.3

(

a) Let 7 : (a,5) — R be a regular curve with nowhere vanishing curvature. If both curvature

and torsion of ¥ are constant, then show that ¥ is part of a circular helix. State the result

you use. -
(b} Define reparametrization of a parametrized curve ¥ : {a,b) — R™ Show that a curve
¥ : (a,b) = R™ is regular if and only if it has unit speed reparametrization,
o | OR |

(b) Define vertex of & regular plane curve. Let a,b > 0. Determine all vertices of the curve
F(t) = (acost, bsint), t € R.

(c} Define smooth surface, Show that the set {{z,y,2) € R : 2 = 220 ~ 34} is a smooth
surface. _ o : :

(d) Show that a local diffeomorphism f : &; -+ Sy is a local isometry if and only if, for any
surface patch ¢ of S, the patches o and foo of & and &y, respectively, have the same first
fundamental form.

OR :
(d} (i) Let f:8; — &, be a local diffeomorphism, and let 7 be a regular curve in S). Show
that f o is a regular curve in 8y,
{ii) Compute the surface area of {zy2)eR:22+42=9 0< 2« 9}.
Q.5
e) Let ¥ be a unit-speed curve, and let o(u,v) = F(u) + vii(u), where T is the unit normal of
4. Show that 7 is planar if and only if the Gaussian curvature K of ¢ is zero.

(f) Compute the principal curvatures and the principal vectors of o(u,v) = (u, v, uw) at (0_, 0,0).

OR

() Define umbilic point on a surface. Let o : U — R3 be a connected surface patch such that
~ every point is an umbilic. Show that o(U) is a subset of a plane or a sphere,

(g) Define geodesic on a surface, Let F(t) = a{u(t), v(t)) be a curve on a regular surface patch o
of a surface S. Show that ¥ is a geodesic if and only if S(BUt F) = (Bl +2F i+ Gyo?)
and & (Fi -+ Go) = HE02 + 2Fyi0 + Gyi?), :

(6]

[6}

[6]

(b} Define Christoffel's symbols of second kind. If o is a regular patch, then show that Oty = 6]

1 — 1 ; _1
%E‘u: Ty = Iy — %Ev» Tuyly = %Fvs Funly = §Gua OwOy = Fy — ’2‘Gu afnd'o'vvg_v = 2G'u-
OR

(h) (i) Compute the Christoffel’s symbols of second kind for the surface
olu,v) = (u,v,u —v).
(ii) Show that the sum of interior angles of a triangle on sphere is strictly greater:phan T

mthobhoty

(&

3]
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Note: Figures to the right indicate marks of the respective question. Assume standard notations
wherever applicable.

Q-1 Choose the most appropriate option for each of the following questions: [8]

1. Let z,y be elements of an inner product space X over C. Then
Etye+y)—(@@-yo-y) +ile+iy,z+iy) —i(z —iy,w—iy) = ____
(a) 3{mw) (b) 4(z,y) (e} {z,y) (d) 0
2. If B = {z,y} is subset of an inner product space with ||z|| = l|y|| = 1 and (x,u) =0,
then the diameter of E is .
(a) 0 (b) 1 {c) 2 (d) v2
3. It E is a convex subset of a Hilbert space // and z € H, then the number of best
approximation from £ to z is

(a) at most 1 (b) O (c) 1 (d) infinite
4. If {u,} is an orthonormal basis of an infinite-dimensional Hilbert space, then
{a) |[un] — 0 (b) u, — 0 (¢) wu, — 0 weakly (d) {un} is Cauchy

5. Let H be a Hilbert space and " € BL(H) be one-one. Then _____

(a) R(T")=H  (b) R(T")=H () ker(T*)=H  (d) ker(T") = {0}
6. Let H be a Hilbert space, S,T € BL(H) be self-adjoint. Then is self-adjoint.

{a) ST (b) S7? (¢) S*T (d) S-T
7. Let H be an infinite-dimensional Hilbert space over C and 7' € BL(H). If A € C

be such that 7' — Al is not invertible, then __ .

(a) A€ a,(T) (b) A€o (T) (c) A€ a(T) (d) none of these
8. Let H be a finite dimensional Hilbert space and T € BL(H). Then ___.

(a) T isself-adjoint  (b) T isnormal  (¢) T is unitary  (d) 7 is compact

Q-2 Attempt Any Sewven of the following; [14]
(a) State and prove Parallelogram law for an inner product space. -
(b) Define inner product. | ‘
(c) Compute the Gram matrix of z; = (2, -1, 1), 2o = (0,1, -1) and 23 = (1,1,1).
(d) Let X be an inner product space and f : X — C be defined by flz) = (z,v),
z € X. Show that f is linear.
(e) Let H be a Hilbert space and T' € BL(H) be bounded below. Show that T is

one-one.

(f) Let H be a Hilbert space and T' € BL(). Show that ker(T") = ker(1™T).

(g) Let H be a Hilbert space and T" € BL(H). Show that T is isometry if and only if
™r=1

(PF0)
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(h} Let H bea Hilbert space over &, where Kj =RorC LetT € BL{H) gnd A € K.
Show that A € o(7") if and only if A € o{T™).

(i A peo (D), N# pand z # 0,y # 0 are such that Tz = Az and Ty = uy, then
show that {(z,vy) = C.
Q-3 (a) Let X bean inner product space. Show that {{z, y}* < {z,z)(y,y), forallz,y € X
and the equality holds if and only if z and y are linearly dependent.

(b) Let X be an inner product space and F be an orthonormal subset of X. Show
that for each z € X, the set F, = {u € £ : {z,u} # 0} is countable.

OR
{(b) Show that (fp, K ||p) is an inner product space if and only if p = 2.

- Q-4 (a) State and prove Riesz-representation theorem.

(b) Let E be a non-empty closed, convex subset of a Hilbert space H and z € H.
Then show that there is a unique best approximation from £ to z.

OR
(b} State and prove Projection theorem.
Q-5 (a) Let H be a Hilbert space and T € BL(H). Show that there exists a unique
S € BL{H) such that (T'z,y) = (z,Sy) for all z,y € H.

{b) Let H be a Hilbert space and T € BL(H). If T* is bounded below then show that
T is onto.
OR

{(b) Let H be a Hilbert space and S,7" € BL(H) be normal. If § commutes with T°*
and 7" commutes with S* then show that 5+ T and ST are normal.

Q-6 (a) Let H be a Hilbert space, T' € BL(H). Show that o(T) = g, (T)U{ | 1 € a.(T*)}.
(b) Let H be a Hilbert space and 7" € BL(H) be compact. Show that T* is compact.
OR

(b) Let H be a Hilbert space and T € BL(H) be compact. Let A € 0,(T) and X # 0.
Then show that A € 0.(T) and ker(T — A7) is finite-dimensional.

hahhhathaybhabtyh

—_—t

A
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I
(1)

(@)

&)

()

)

(©)

o

(a)
(b)
(c)
(d)
(e)
)
(g)
®)
(@

Choose the correct option for each guestion: [8]
The equation (D' + 3Y%(2D' +D%z = 0 has (order, degree) =
(a) (3, 1) () (3.2) (c) (4, 1) (@ 4,2)
The equation p* + a* =0 is same as F(D. D'z = 0 where F(D, D) is
() (D + D (b) (D* + D" (c) DD/ +D?D  (d) none of these
Which of the following equation is reducible?
(a) 2D? + D' (b) DD/ (c)2 +4DD’ (d)3D'~-D+D"
The equation (9xD* - 3yDD’ + 4yD)z = 0 is parabolic on
(2) (0, 0) (b) X-axisonly  {c) Y-axisonly  (d) empty set
Which of the following equation can be solved by general method?
(a)x’t ~xys=0 (B)x’r—ys=0 ()r+t=0 (d) xr +yt =0
The equation r + s — 1 = xy cannot be solved by
(a) General method (b) Monge’s method
(¢) Polynomial method (d) changing u = logx, v = logy
The solution of Dirichlet BVP (if exists) is
(a) 0 (b) unigue {c) not unique (d) none of these
The Poisson Integral formula can be obtained from
(a) Dirichlet BVP (c) Harnack’s Theorem
{b) Neumann BVP (d) Green’s Identity
Atternipt ANY SEVEN: [14]

Define complementary function and particular integral of the equation.

Eliminate functions fand g and obtain a pde: u= {{x — 21y) + g(x + 21y).

Write the equation into 6/ Ax 0 / dy form: DD+ 3D'D + 2Dz = 0.

Find the complementary function of the equation: (4D* - Dz = x - 2y.
Find D?z, if x and v in z = z(x, y) is replaced by u = logx and v = logy.
Classify region in which equation (2xD* + yD? - 2yD’ + xD)z = 0 is elliptic.
Write the Laplace equation in cylindrical co-ordinate system,

State Green’s Identity.

What is boundary value problem?

CPT0)

5




L)

L

(a)

o)
o

(2)
(b)

(b

b)

Ly
1f (B0 + )% is a factor of (D, D), then prove that e # [p1(Bx) + ypa(Bx)] is
a solution of F(D, D)z = 0, where ¢; and @, are arbitrary functions of a single

variable &,

Find the general solution of ANY ONE of the following equations:
(i) (D+3DHY2D—D' + 1)z = x + 2y + ¥,
(i) (D* = DD"+ D'~ 1)z = cos(x + 2y) + e¥

Convert the following equation into canonical form:

yE+y)a—s)—xp-ya=90, §#F0Lx#-Y)

Using Monge’s method, solve ANY OQNE of the following equations:
() r+s—2t=y (i) (rt—s7) +4 = 0.

Find the general solution of equation: (¢’D” —4y°D” — 6yD )z = C.

Solve the Wave equation in Cartesian coordinates, by method of separation

i (x + my +nz + ket)

variable and show that selution is y(xy,zt) = ¢ where 1, m, n

2 2

L2
+nt=k"

OR
By separating the variables, find the solution of three dimensional Diffusion

and k are constants with 1 + m

equation in cylindrical coordinate systen.
Solve interior Dirichlet problem for a function ¢ = &z, 9) for circle and show

that solution 1s of the form §(r, 8) = Zr" (A cosnd+B, sinnd), with A, B,
n=0

are constants.
State and prove Maximum principle.
OR
Define equipotential surfaces and show that the family of surfaces

) 2 ’ . .
'+ pt+z8 =¢? can form an equipotential family of sufaces.

H-R-E-K-K-X

(6]

(6]
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(1

@)

®

OB

)
(6)

(7

(8)

(a)
(b)
(c)
(&
(e)
M
(2)
(h)

Total Marks: 70

Choose the correct option for each question: [8]

The diameter of the graph K, (n> 1} is

(a) 1 (b) 2 () n (dy n—-1
Let T be a spanning out-tree with root R. Then

() d(R)>0 (b) d*(R)> 0 (©) d'R)>0,d"(R)>0 (d) none of these
For G = C, with clockwise direction, rank(B) is

(a) n () n—-1 {c) 1 (d) none of these
If G is a complete symmetric digraph with n vertices, then [ E(G)|=

@ nfn-1) (®) n () 2D @ n*

2

The coefficient ¢s in chromatic polynomial of Ps 1s _

(a5 (b) 5! (c) 5° (d) 5°
Which of the following graphs is Hamiltonian?

(a) Kn1 (b) Ky 2n (¢) Kpn (d) Py
Let G be a simple graph without isolated vertex. Then a matching M in G is

(a) maximum = perfect (c¢) maximal = maximum

(b) maximal = perfect (d) maximum => magimal

If G= PSI; then .
@G> BG) MDD <PG) (@ w@) =BG (d) (G |=Ip@G) |

Attempt any SEVEN: ' [14]

Find radius of K, , (n > 1).

Prove or disprove: A symmetric digraph is an Euler digraph.
Define spanning in-tree and give one example of it.

Define fundamental circuit matrix in a digraph.

Prove: If G is a bipartite graph, then v(G) = 2.

What is Four color problem?

Prove: The graph Ky, has a perfect matching,

Prove or disprove: The graph Cy is isomorphic to K5 ».
Prove or disprove:: For any graph G, o'(G) = B(G).




(a)
(b)
(b
(a)
(b)

(b)

(a)
(b)

(b)

()
(b)

(b)

Define the following with examples:
(1) Simple Digraph (ii) in-degree & out-degree (i) Strongly Connected Digraph.
Define regular digraph and balanced digraph and discuss the relation between them.

OR
Obtain De Bruijn cycle for r = 3 with all detail.

Let A and B denote resp. the incidence matrix and circuit matrix of a digraph G
without self-loop. Then prove that ABT = 0.

- Prove: An arborescence is a tree in which every vertex other than the root has an

in-degree exactly one.
OR

Prove that for each #>1, there is a simple digraph with 72— vertices v,,v,,...,, such

that d*(v)=i-1and d (v,}=n—i foreach i=12,...n.

Prove: If G is Hamiltonian, then, for each S < V(G), ¢(G -~ S§) < | sl
Find chromatic polynomial for the graph K 5.
OR
Define chromatic number ¢ (G) of a graph G. Give an example of a non-complete
graph G with (G) = A(G) + 1.

Let G be a graph (no isolated vertex) with n vertices. Prove that o’ (G) + '(G) = n.

Prove: A matching M in graph G is maximum if and only if G has no M-augmenting
path.

OR
Define a(G), B(G) and find it with the corresponding sets for G = K, p (n # m).

FdX -){—}ﬁ'c—
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M.Sc. Mathematics, Semester - 11
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PS02EM'THO04, Mathematical Classical Mechanics
Time: 02:00 p.m. to 05:00 p.m. Maximum marks: 70

Note: All the questions are to be answered in answer book only. Figures to the right indicate
full marks of the respective question. Assume standard notations wherever applicable.

Q-1 Choose the most appropria,te 6ptioh for each of the fdilowing questions: 8]

1. Motion of a particle in space is constraint.

(a) a holonomic (b) a non-holonomic . (¢) a rheonomic (d) not a
2. Degrees of freedom of a double pendulum is -

(a) O _ (b} 1 (c) 2 (d) 3
3. If L does not depend on ¢; explicitly, then ' is conserved,

(a) p; (b) L (c) H {d) total energy
4. is a Brachistochrone curve.

(a) Great circle (b} Cycloid (¢) Straight line (d) Catenary
5. If all the coordinates of a system are non-cyclic, then Routhian £ = .

(a) L (b} H (¢c) —L (d) —H
6. Which one of the following is correct?

(a) g—% = —¢; (b) H=~nh (c) & =21 {d) none of these

7. Which one of the following is correct?
(a) A symplectic matrix is invertible.
(b) Symplectic matrices does not form a group.
(c) Canonical transformations are not invertible.
(d) A symplectic matrix is singular.
8. For a system of 3 degrees of freedom, the Poisson bracket [2g; 4543, 3(]2] =
(a) 0 (b) 10 (c) 6 (d) —6
Q-2 Attempt Any Seven of the following: [14]
(a) Define rheonomic constraint and give its example.
(b} State Lagrange’s equations of motion when frictional force is present.
(c) State Hamilton's equations of motion in matrix form.
(d) State the condition for extremum of J = f fly, 4,9, z)de.
(e} For a system of n-degrees of freedom, define phase space and canonical variables.
(f) Show that a cyclic coordinate is ignorablé in Hamiltonian formalism.
(g) State the transformation equations for a generating function of type F.
(h) In usual notations, show that [u,u] = 0.
)

(i) Define canonical transformation and show that the identity transformation Q; = ¢;
and P, =p; for alli = 1,2,...,n is canonical.
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Q-3 (a) Using D’Alembert’s principle, derive Lagrange's equations of motion in general
form.

(b) Stating degrees of freedom obtain Lagrange’s equations of motion for a spherical
pendulum.

OR
(b) Derive the expression T' = Ty + 71 + T3 of kinetic energy in usual notations.

Q-4 (a) Derive the condition for extremum of the line integral f;f fly,9,2) dz.

b) The Lagrangian of a system is given by L = % 02 + sin 6 ¢?) + mgcosh. Find
. 2
the energy function. Is it conserved? Justify your answer,
OR

(b) Obtain the solution of Buler’s equation for Brachistochrone problem, where the.

14 22
function f = 4/ ;—:c .
gy

Q-5 (a) State Hamilton’s modified principle and hence derive Hamilton’s equations of
motion from it.

(b) Lagrangian of a system is given by L = & (7'"2 +T292) + £ Derive Routhian
equations of motion for the system.

OR

(b) Discuss principle of least action.

Q-6 (a) Describe the method of solving a dynamical problem using Poisson bracket for-
malism.

(b) Using symplectic condition show that the following transformation is canonical:

@ = log (Slzp) , P =gcotp.

OR
(b) If u is a dynamical quantity of a system and H is Hamiltonian, then show that

du ou

Hence deduce that if » and v do not depend on ¢ explicitly and they are constants
of motion, then [u,v] is a constant of motion.

kg
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